Лекция 13. Сдвиг распределений и дрейф: диагностика и устойчивость моделей
1) Почему модели “ломаются” в реальном мире
Мы обучаем модель на данных , а в эксплуатации получаем .
Если распределения различаются, качество падает: это distribution shift (сдвиг распределений).
Причины:
· смена оборудования/партии сырья,
· сезонность и погода,
· обновление датчиков, калибровка, деградация,
· изменения в процессе (новые режимы, новые правила),
· изменения пользователей/поведения.

2) Термины: shift, drift, OOD
· Distribution shift — общий термин: train ≠ production.
· Drift (дрейф) — постепенное изменение во времени.
· OOD (out-of-distribution) — данные “вне” области, где модель обучалась.

3) Типы сдвига распределений
3.1 Covariate shift: меняется , но примерно неизменно
Пример: шум датчиков вырос, температура среды изменилась, но связь “сигнал→класс” осталась.
3.2 Prior / label shift: меняется 
Пример: доля брака выросла (классы стали чаще/реже), но признаки условно похожи.
3.3 Concept drift: меняется 
Самое опасное: меняется сама “логика” связи.
Пример: новый тип отказа, новая технология процесса, после модернизации датчика старые пороги больше не работают.

4) Как заметить проблему: диагностика
4.1 Мониторинг качества (если есть разметка)
· Accuracy/F1/PR(AP) во времени,
· калибровка вероятностей (Brier score),
· confusion matrix по периодам.
Но в проде часто нет мгновенной разметки, значит нужны косвенные признаки.
4.2 Мониторинг данных (без разметки)
1. Сдвиг признаков: сравнение train vs текущего окна
· среднее/дисперсия/квантили,
· корреляции,
· доля пропусков, выбросов.
2. Статистические тесты (по признакам):
· KS-test (Колмогорова–Смирнова) для 1D,
· PSI (Population Stability Index),
· Wasserstein distance.
3. Мониторинг выходов модели
· распределение вероятностей/score,
· доля “уверенных” предсказаний,
· рост энтропии (модель стала “не уверена”).

5) PSI — практичный индикатор дрейфа
PSI сравнивает распределение признака в train и в текущем периоде (по биннам):

где — доля в train, — доля в production.
Обычно:
· PSI < 0.1 — слабый сдвиг,
· 0.1–0.25 — заметный,
· 0.25 — сильный (нужна реакция).

6) Concept drift: виды во времени
· внезапный (abrupt): резкая смена режима
· постепенный (gradual): медленное смещение
· повторяющийся (recurring): сезонность/циклы
· инкрементальный: “ползучее” изменение

7) Устойчивость моделей: что помогает
7.1 Robust preprocessing
· стандартизация/нормализация с контролем,
· фильтрация выбросов,
· устойчивые статистики (median, IQR),
· контроль качества данных (data validation).
7.2 Регуляризация и простота
Слишком сложные модели быстрее “ломаются” при дрейфе.
Регуляризация, простые базовые модели и ансамбли часто устойчивее.
7.3 Domain adaptation (если возможно)
· reweighting при covariate shift,
· fine-tuning на новых данных.
7.4 Калибровка и пороги
При label shift и дрейфе:
· периодическая перекалибровка вероятностей,
· пересмотр порогов под стоимость ошибок.

8) Стратегии обновления модели
1. Переобучение по расписанию (ежемесячно/ежеквартально)
2. Переобучение по триггеру (PSI/KS/рост неопределённости)
3. Online/Incremental learning (если допустимо и безопасно)
4. Ensemble over time: несколько моделей для разных периодов/режимов
5. Fallback-логика: если обнаружен OOD → безопасный режим/ручная проверка

9) Drift-aware оценка и валидация
Обычный random split может завышать качество. Для временных данных лучше:
· time-based split (train на прошлом, тест на будущем),
· rolling window validation,
· backtesting по периодам.

10) Практический pipeline “диагностика → реакция”
1. Мониторинг данных (PSI/KS/квантили/пропуски)
2. Мониторинг выходов (score, энтропия, доля уверенных)
3. Сигнал тревоги (thresholds)
4. Сбор разметки (если нужно)
5. Анализ: covariate vs label vs concept drift
6. Решение: пересчитать пороги / перекалибровать / дообучить / переобучить
7. Контроль после обновления

